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The total experimental charge density in (Z )-N-methyl-C-phenylnitrone (1) has been determined using high-
resolution X-ray diffraction data in combination with neutron diffraction data measured at 100 K in terms of the
rigid pseudoatom model. Multipole refinement converged at R = 0.03 for 7163 reflections with I > 2σ(I ). Topological
analysis of the total experimental charge density ρ(r) and its Laplacian, ��2ρ(r) and a comparison with high level
theoretical gas-phase calculations reveals an unexpected electron distribution in the N–O group, both atoms having
negative atomic charges, contrary to that commonly assumed in nitrone species. This observation is confirmed on
examination of both the theoretical charges and the molecular electrostatic potential. Compound 1 contains a large
number of hydrogen bonds and these are analysed using the atoms in molecules approach leading to quantitative
values for bond strength, ranging from medium to very weak.

Introduction
Nitrones represent not only useful synthetic starting materials,
widely used tools to detect free radicals, but also promising
chemotherapeutic agents in cerebral ischemia and other path-
ologies as traps of biogenic oxygen-centred free radicals.1 They
effectively trap short-lived free radical species, to give nitroxide
radicals, long-lived species that may be studied by electron spin
resonance spectroscopy.1 Nitrones occupy an important pos-
ition in both heterocyclic and acyclic synthesis predominantly
due to their ability to undergo thermally induced [1,3]-dipolar
cycloadditions with a wide range of dipolarophiles, both in the
inter- and intramolecular modes. Cleavage of the new N–O
bond in the resulting oxazolidines leads to 1,3-aminoalcohols,
usually in a stereoselective fashion, which can subsequently be
converted into a wide range of targets.1

Less well exploited is the ability of nitrones to act as electro-
philes, although some synthetically useful reactions of this type
have been reported.1 Our interest in this latter reactivity arose
during exploratory work on reverse-Cope rearrangement reac-
tions where suitable unsaturated hydroxylamines can be gener-
ated by the addition of allylamines, allylthiols and lithiated
sulfones to a range of nitrones derived from aldehydes.2 Our
work has indicated that such nucleophilic additions show
considerable differences to those displayed by corresponding
aldehydes. Furthermore, predictions of the likely regio- and
stereoselectivity of the ubiquitous [1,3] cycloaddition are more
difficult to determine than other pericyclic processes, such as
Diels–Alder reactions.1–3 It was against this background that we
undertook to determine the total experimental and theoretical
charge density distribution ρ(r), the Laplacian ��2ρ(r), the

† Electronic supplementary information (ESI) available: Tables of data.
See http://www.rsc.org/suppdata/ob/b2/b210698a/

molecular electrostatic potential and their relationship with
chemical reactivity. We have clarified some outstanding
inconsistencies in the intermolecular bonding descriptions of
N�–O� and some distortions in the reactive surface predict
likely centres of reactivity.

Experimental

X-Ray data collection and refinement

Crystals of 1 were grown from non-aqueous (EtOAc : hexane
1 : 1) solvents by slow evaporation. Single-crystal, high-
resolution, low-temperature data were collected on a Bruker
SMART 1000 CCD based diffractometer. Cell constants were
obtained from the least squares refinement of 1863 reflections
located between 5.7 and 119.2� 2θ. Three reciprocal space data
shells were collected, with one sphere providing data between
2 and 58� 2θ, a second for data between 42 and 98� 2θ and a
third for data between 72 and 128� 2θ. Data were collected at
100(2) K with ω-scan increments of 0.3�.

68156 reflections were integrated with the program
SAINT� 4 and merged with the program SORTAV.5 780 reflec-
tions were discarded as gross outliers, and the remaining 67466
reflections were corrected for absorption with an empirical
absorption correction and averaged to give 11156 unique reflec-
tion with an average redundancy of 6.0. Only 177 reflections
below sin(θ)/λ of 1.24 Å�1 were missing, and only 463 reflec-
tions were measured once. The internal agreement of the data
was 2.0%.

Neutron data collection and refinement

The single crystal neutron diffraction data was collected on
the 2TANA four-circle diffractometer at the HIFAR reactorD
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located at Lucas Heights, Australia. The crystal was approx.
4 × 2.5 × 1.5 mm in dimensions and was mounted by wrapping
it in aluminium foil and gluing the foil to an aluminium pin.
The crystal was cooled to 100(2) K using the 2TANA helium
closed cycle refrigerator. The intensities were collected and pro-
cessed into integrated intensities using the ANSTO programs
DIFF, DIFFPLOT and PEAKPOS. No significant trend was
observed in the intensity of the two standard reflections, and so
no time dependant correction was applied to the data. A total
of 3990 independent reflections were measured over a 15 day
period in three shells of increasing 2θ up to a maximum of 90�.
The wavelength used was 1.235(1) Å. An analytical absorption
correction was applied to the intensities, the correction varying
from 0.48 to 0.68. Averaging equivalent and Friedel reflections
gave 980 unique reflections with R(merge) = 6.9%, R(σ) = 4.3%.
R1 = 0.0311, wR2 = 0.0732; Full details of this refinement
appear in the accompanying CIF.

Computational details

All gas phase DFT calculations were performed with the
GAUSSIAN98 program package 6 at the 6-311��G** level of
theory, using the three parameter hybrid exchange functional
of Becke in combination with the gradient corrected exchange-
correlation potential of Lee, Yang and Parr (B3LYP).7 To
analyse parts of the intermolecular hydrogen bonding
pattern, a theoretical single point calculation was carried
out at the same level of theory on a dimer of 1 in the experi-
mental geometry. The AIMPAC suite of programs was used
for the topological analysis of the theoretical wavefunctions.8

All calculations were performed on a Silicon Graphics
ORIGIN2400 computer [reference: http://www.ac3.com.au/
sgi-origin-2400.htm]

Multipole refinement of the X-ray data

The structure of 1 (Fig. 1) was solved from direct methods using
the program SHELXS.9 To obtain unbiased positional and
thermal parameters, an initial high-order independent atom
model (IAM) refinement was carried out using only data with
resolution better than 0.71 Å (sin(θ)/λ > 0.7 Å�1). The hydrogen
atoms were then moved to a distance corresponding to the X–H
bond lengths obtained from the neutron diffraction study (see
the Neutron data collection and refinement section) with freely
refined isotropic displacement parameters. The atomic posi-
tions and anisotropic thermal displacement parameters for
non-hydrogen atoms obtained from the high-angle refinement
were kept fixed in the following refinements of the aspherical
electron density using the Hansen–Coppens pseudoatom
formalism.10

In a crystal the electron density ρ(r) can be described by a
sum of aspherical pseudoatoms with nuclear positions {Rj}:

With the pseudoatomic density form of: 

Fig. 1 ORTEP-drawing of 1 showing 80% probability ellipsoids.

The expression for the pseudoatom density includes the
usual spherical core, a term to describe the spherical com-
ponent of the valence density, plus a deformation term
describing the asphericity of the valence density. The radial
functions {Rl(rj)}are modulated by angular functions {dlmp-
(θj,�j)}, defined by axes centred on each atom. A number of
radial functions may be used, the most common being Slater-
type functions: 

All refinements were performed with the least squares
program XDLSM, part of the program package XD.11 The
atomic scattering factors were taken from International Tables
of Crystallography,12 and the radial functions were those of
Clementi and Raimondi.13

First, a κ-refinement was performed.14 In subsequent refine-
ments the multipoles were included in separate steps, first
dipoles (lmax = 1), then quadrupoles (lmax = 2) and finally octu-
poles (lmax = 3). In a final refinement, hexadecapoles (lmax = 4)
were included for oxygen and nitrogen. Hydrogen atoms
were treated with one monopole and the aspherical density
was modeled by a single bond directed dipole. In all refine-
ments the value of the Slater exponents (nl) were the
standard values of 2,2,2,3,4 (l = 0–4) for first row atoms,
and 0,1 (l = 0–1) for hydrogen atoms. The values of ζ are
given in the ESI. † The radial correction of the aspherical
functions (κ�) was then refined with all other parameters
kept fixed, before a final refinement of positions, thermal
vibrations, and multipoles was performed. The refinements,
in all of which only significant data on a 2σ(I ) level were
included, were considered to have reached convergence when
the maximum shift was less than 10�3 of one su. Also, in all
refinements, a non-crystallographic symmetry plane was
imposed on the six carbon atoms multipole populations in the
aromatic ring.

The final refinement gave an overall residual of Rw(F 2) =
0.039, and the maximum residual density (�0.15 e Å�3) is in
the centre of the phenyl ring, as shown in Fig. 2. The average
difference mean-squared displacement was 1.9 10�4 Å2, indi-
cating adequate de-convolution of thermal and electronic
parameters.

The crystallographic details are listed in Table 1.

Fig. 2 Residual density in the molecular plane of 1. The sin(θ)/λ-
cutoff is 0.9 Å�1. Solid lines show positive contours at an interval of 0.1
e Å�3. Negative contours are shown by dashed lines. The zero contour is
dotted.
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Table 1 Crystallographic details

 X-ray Neutron

Empirical formula C8H9ON
Formula weight/g mol�1 1081.33
Crystal system Orthorhombic
Space group Pbca
Z 8
Temperature/K 100
a/Å 9.5444(2) 9.544(2)
b/Å 7.7466(2) 7.756(2)
c/Å 19.1298(4) 19.106(4)
V/Å3 1414.4(1) 1414.3(6)
ρcalc/Mg m�3 1.27 1.27
F(000) 576 576
µ/mm�1 0.08 0.23
Crystal size/mm 0.25 × 0.20 × 0.20 4.0 × 2.5 × 1.5
λ/Å 0.7107 1.2355
[sin(θ)/λmax]/Å

�1 1.241 0.572
Limiting indices (h; k, l ) 0–23; 0–19; 0–47 �10,10; �8,8; �4,15
Number of collected reflections 71894 3990
Symmetry independent reflections 11156 980
Reflections with I>2σ(I ) 7163 934
100Rint 0.020 0.069
R(F ) 0.040 0.031
Rw(F 2) 0.039 0.073
S 1.70 1.18
Number of variables 240 173
Nref/Nv 30.0 5.6

Results and discussion

Geometric details

Structural details of compound 1 are listed in Table 2. The
average difference in bond distances shows the correspondence
between the theoretically optimised and the experimental
structure. Based on the 10 bond distances (not including the
hydrogens) this value is 0.011 Å, the largest discrepancies found
in the non-aromatic part of the molecule. It is common to both
geometries that the two bonds C(3)–C(4) and C(3)–C(8) are
significantly longer than the other four C–C bonds in the
phenyl-group.

There are a number of weak hydrogen bonds in the crystal
structure of 1. O(1) is involved in both intra- and inter-
molecular hydrogen bonding, participating in three C–H � � � O
HBs. The only intramolecular HB (C(4)–H(4) � � � O(1)) in 1 is

Table 2 Bond lengths (Å) and angles (�) in 1

Bond Experiment Theory a

N(1)–O(1) 1.2912(4) 1.291
N(1)–C(1) 1.4711(4) 1.500
N(1)–C(2) 1.3096(4) 1.334
C(2)–C(3) 1.4524(4) 1.452
C(3)–C(4) 1.4073(4) 1.422
C(3)–C(8) 1.4085(4) 1.423
C(4)–C(5) 1.3950(4) 1.401
C(5)–C(6) 1.3941(5) 1.404
C(6)–C(7) 1.3974(5) 1.406
C(7)–C(8) 1.3914(5) 1.397
   
O(1)–N(1)–C(1) 114.66(3) 114.56
O(1)–N(1)–C(2) 125.53(3) 125.97
C(1)–N(1)–C(2) 119.81(3) 119.47
N(1)–C(2)–C(3) 126.28(3) 127.22
C(2)–C(3)–C(4) 125.44(3) 124.81
C(2)–C(3)–C(8) 115.63(3) 116.95
C(4)–C(3)–C(8) 118.91(3) 118.23
C(3)–C(4)–C(5) 119.88(3) 120.07
C(4)–C(5)–C(6) 120.73(3) 121.00
C(5)–C(6)–C(7) 119.76(3) 119.53
C(6)–C(7)–C(8) 119.93(3) 120.05
C(3)–C(8)–C(7) 120.74(3) 121.13

a Monomer optimsed at B3LYP/6-311��G** level of theory. 

the shorter of all HBs (d(H � � � O) = 2.1959(4) Å), very similar
in distance to the intermolecular HB C(2)–H(2) � � � O(1),
d(H � � � O) = 2.2070(4) Å. However, the geometry of the HBs
are different, see Table 3. The intramolecular HB has a very
acute shape, whereas the intermolecular HBs are more per-
pendicular. However, only the intramolecular HB falls within
the distance criterion suggested to be a prerequisite for the
existence of a HB.15 To fulfill this criterion, the C–O distance
should be less than the sum of the oxygen and carbon van der
Waals radii, which is 3.22 Å.15

Besides the C–H � � � O HBs, there are also a number of
C–H � � � π interactions. One of the methyl hydrogens (H(1C))
is located above the midpoint of the aromatic ring of a neigh-
bouring molecule, in an average distance to the six carbons of
3.06(15) Å and 2.70 Å above the mean-square plane of the six
carbons. The shortest H–C distance (2.87 Å) is to C(7). In
another C–H � � � π interaction, H(5) is located 2.57 Å above
the mean-square plane of a nearby aromatic ring at an average
distance from the carbons of 2.98(23) Å, with the closest
carbon, C(8), only 2.69 Å away. The larger esd (0.23) for
the C(5)–H(5) � � � π interaction than for C(1)–H(1C) � � � π
(0.15 Å) quantifies that H(5) is more asymmetrically located
above the neighbouring C6 π-donor ring than is the case for the
C(1)–H(1C) � � � π interaction.

Electron density

The electron density distribution (EDD) in 1 is illustrated by
the static deformation density in the plane of the molecule in
Fig. 3. This plot shows significant bonding electron density in all

Table 3 Hydrogen bond geometries

Hydrogen bond d1–2/Å d1–3/Å Angle/�

O(1) � � � H(4)–C(4) 2.196 2.8774(5) 119.0
O(1) � � � H(2) a–C(2) a 2.207 3.2577(5) 161.4
O(1) � � � H(1A) b–C(1) b 2.342 3.2365(5) 138.2
O(1) � � � H(8) a–C(8) a 2.507 3.4796(5) 148.6
C(3) b � � � H(5)–C(5) 2.884 3.6203(4) 125.2
C(8) � � � H(1C) c–C(1) c 2.909 3.6988(4) 129.3
C(4) � � � H(1B) a–C(1) a 2.888 3.9566(4) 169.8

a 0.5 � x, 0.5 � y, 1 � z, b 0.5 � x, �0.5 � y, z, c �x, �y, 1 � z. 
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Table 4 Topological analysis of 1: first line experimental density, second line single point theory and third line theoretically optimised model. Only
non-hydrogen atoms are included

A–B ρBCP/e Å�3 ∇2ρBCP/e Å�5 ε rA–B/Å rA–BCP/Å rB–BCP/Å

N(1)–O(1) 3.00(2) �3.32(8) 0.11 1.291 0.639 0.652
 2.82 �15.46 0.08 1.291 0.628 0.663
 2.80 �13.96 0.08 1.291 0.626 0.666
N(1)–C(1) 1.81(2) �11.58(5) 0.08 1.471 0.867 0.604
 1.73 �15.85 0.07 1.471 0.907 0.564
 1.63 �13.41 0.08 1.500 0.888 0.612
N(1)–C(2) 2.56(2) �26.77(9) 0.23 1.310 0.809 0.501
 2.30 �11.85 0.34 1.310 0.858 0.452
 2.19 �14.41 0.35 1.334 0.862 0.472
C(2)–C(3) 1.94(1) �13.31(3) 0.15 1.453 0.758 0.694
 1.87 �17.25 0.14 1.452 0.750 0.703
 1.85 �16.21 0.15 1.452 0.745 0.708
C(3)–C(4) 2.14(1) �16.00(3) 0.19 1.407 0.709 0.699
 2.03 �19.80 0.18 1.407 0.719 0.689
 1.96 �17.92 0.17 1.422 0.725 0.697
C(3)–C(8) 2.15(1) �16.53(3) 0.20 1.409 0.705 0.704
 2.04 �19.96 0.19 1.408 0.708 0.700
 1.96 �17.94 0.18 1.423 0.716 0.708
C(4)–C(5) 2.20(1) �17.33(3) 0.21 1.395 0.697 0.698
 2.08 �20.66 0.20 1.395 0.697 0.698
 2.04 �19.36 0.19 1.401 0.699 0.702
C(5)–C(6) 2.22(1) �18.72(3) 0.17 1.394 0.695 0.700
 2.09 �20.88 0.19 1.394 0.695 0.699
 2.03 �19.23 0.19 1.404 0.700 0.704
C(6)–C(7) 2.21(1) �17.37(3) 0.19 1.397 0.712 0.685
 2.07 �20.60 0.19 1.397 0.698 0.700
 2.02 �19.06 0.19 1.406 0.702 0.704
C(7)–C(8) 2.23(1) �17.58(3) 0.23 1.391 0.679 0.712
 2.09 �20.85 0.21 1.391 0.691 0.701
 2.05 �19.56 0.21 1.397 0.695 0.702

the bonds, as well as two well-separated lone pairs on the
oxygen atom in the plane of the molecule. The clear localisation
of these lone pairs confirms that O(1) is in a sp2-hybridised
state, forming a nominal double bond with N(1).

Topological analysis

Based on the theory of atoms in molecules (AIM),8 we have
performed a topological analysis of the total electron density
described by the refined multipoles. The topological analysis
locates the critical points (CPs) in the electron density distribu-
tion. As a subset of the CPs, the bond critical points (BCPs) are
a necessary and sufficient prerequisite for the existence of a
chemical bond between two atoms. The analysis of the EDD in
the BCPs gives important information of the nature of inter-
atomic interaction. In particular, a topological analysis leads to
quantities for the intra- and intermolecular interaction that can
be compared to theory. The topological parameters for the
BCPs in 1 involving only non-hydrogen atoms are collected in

Fig. 3 Static deformation density. Contour levels as in Fig. 2.

Table 4, showing both the experimental and the theoretical
values.

The completeness of the modelling of the EDD can be
checked by considering the Morse equation, which requires that
a special relationship (#nuclei � #BCP � #RCP � #CCP = 0)
has to be fulfilled.16 In 1, the number of nuclei is 19, the number
of BCPs within the molecule is 20, the number of inter-
molecular hydrogen bonds is 6, and the number of ring critical
points (RCPs) is 7, while the number of cage critical points
(CCPs) is zero, thus the Morse equation is obeyed.

Several features in Table 4 deserve mentioning. First of
all, there is a large discrepancy between the experimental and
theoretical value for the Laplacian of the electron density in the
N–O bond. The experiment gives a much less negative value,
while at the same time a higher value of ρBCP is observed. In the
AIM theory, a covalent or open-shell interaction is character-
ised by a negative value of �2ρBCP, while an electrostatic or
closed-shell interaction is identified by a positive value of
�2ρBCP. The designation of either open or closed-shell inter-
action to a bond may demand a more extensive description of
the bond than merely an evaluation of one or two properties in
one point. Fig. 4 depicts the Laplacian of the experimental
density, again in the molecular plane. This picture shows a gap
between the nitrogen and oxygen, which has also been
observed, but not commented upon, in other EDD studies of
N–O bond containing structures.17 However, the theoretical
density shows a clear overlap between the two valence shell
charge concentrations (VSCCs) of nitrogen and oxygen, indi-
cative of an open-shell interaction, see Fig. 5. This bond clearly
has a polar and partly not-shared interaction, in-line with the
proposed N�–O� configuration. However, examination of the
atomic charges of N(1) and O(1) reveal surprisingly that this is
not the case. For N(1) the monopole (Pv) charge is �0.30(4) e,
while Pv for O(1) is �0.47(2) e, indeed, support for this is seen
from the integrated atomic charges taken from the single point
gas-phase calculations where N(1) and O(1) have charges of
�0.53 e, and �0.57 e respectively. From Table 4 it is also clear
that the experimental values for ρBCP are consistently higher
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than the theoretical ones, while the bond distances are all
shorter. We have no explanation for this systematic discrepancy
between the bond distances in the experimental vs. the theor-
etical structures. Changes in unit cell parameters, which would
have a significant impact on the bond distances, were
determined carefully from a large number of reflections and is
therefore not a likely reason for the discrepancy.

The values of the topology of the oxygen lone pairs (LPs) are
given in Table 5 (LP1 is syn, LP2 anti to the methyl group). Here
we see that the agreement between the experimentally deter-
mined vales of ρ and those from theory is excellent, with a
maximum discrepancy of 0.1 e Å�3. Despite the almost identi-
cal radial distances (differing by only 0.001 Å) of the oxygen
lone pairs, the values of the Laplacian are quite different, and
this is almost certainly due to the effects of hydrogen bonding.

Theoretical calculations allow us to calculate the covalent
bond order directly (at the experimental geometry), using the
method proposed by Ángyán.18 These show bond orders of ca.
1.5 for O(1)–N(1), slightly less than unity (0.9) for C(1)–N(1),
1.3 for N(1)–C(2), 1.1 for C(2)–C(3), while the aromatic C–C
bonds have an average value of 1.37. Average values for C(sp3)–
H and C(sp2)–H are 0.92 and 0.83 respectively. This lends cre-
dence to the observation that O(1) has a considerable amount
of sp2 character as mentioned earlier. The value for the C��N

Fig. 4 Experimental negative Laplacian of the electron density in the
same plane as in Fig. 3. Positive contours are shown by solid lines,
negative contours with dashed lines. The zero contour is dotted.
Contour intervals are ±2, 4, 8 × 10n, n = �3, �2, �1, 0, 1, 2 [e Å�5].

Fig. 5 Theoretical negative Laplacian of the electron density in the
same plane as in Fig. 4. Contours are as in Fig. 4.

Table 5 Lone pair (LP) (3,�3) critical point data for (1)

Multipole refined B3LYP/6-311��G**

Lone Pair ρ �2ρ d a ρ �2ρ d a

LP1 6.54 �138.99 0.337 6.61 �134.03 0.338
LP2 6.71 �146.86 0.338 6.61 133.56 0.339
a Distance from oxygen nucleus to LP centroid (Å) 

double bond (1.3), also supports experimental observations
that this bond has enhanced electrophilicity with respect to
imines and other azomethines.1

Hydrogen bonding and the charge distribution

As mentioned above, the crystal structure of 1 contains a num-
ber of weak hydrogen bonds. Each of the four C–H � � � O(1)
interactions give rise to bond critical points in the electron
density (Table 6). The difference between ρBCP is striking in the
two HBs to H(4) and to H(2). From their hydrogen bond dis-
tances, no distinction is apparent between these two HBs, but
the geometry suggests that the intramolecular HB is too far
away from optimal HB geometry to have any significant
strength.15 However, adopting the value of ρBCP as a measure of
HB strength then it is exactly this strained HB that is the
stronger (Table 6).

Even weaker hydrogen bonds are found as C–H � � � π inter-
actions. As mentioned in the Geometry details section, the
aromatic ring in 1 is involved in C–H � � � π interactions to
symmetry related molecules on both sides. After extensive
searching, we have only been able to locate one BCP in both of
these interactions. In the C(1)–H(1C) � � � π interaction, the
BCP connects H(1C) to both C(8) and C(3), which are 1.793 Å
and 1.886 Å away from the BCP, respectively, while the H(1C)–
BCP–C angles are 145.1� and 169.2�, to C(8) and C(3). No BCP
could be located between H(1C) and the closest carbon, C(7).
In the other C–H � � � π interaction, a similar situation could be
recognised. No BCP was found between H(5) and C(8).
Instead, the only BCP is found almost exactly on the line
between H(5) and C(3), the angle H(5)–BCP–C(3) being
175.0�. A representative experimental Laplacian map for the
intramolecular hydrogen bond is given in Fig. 6.

It is interesting to examine the bond paths for the two inter-
molecular hydrogen bonds from O(1) to H(2) and H(8), see
Fig. 7. The path from O(1) to the BCPs follow a curve inwards
and the two BCPs are not very far from the ring critical point
(RCP) that must by definition exist and is found in between the
two BCPs. The difference between the lengths of the bond paths
and the straight interatomic lines are 0.052 Å for O(1) � � � H(2)
and 0.122 Å for O(1) � � � H(8). The distances from the BCPs to
the RCP are 0.77 Å (O(1) � � � H(2)) and 0.31 Å (O(1) � � � H(8)).
The proximity of the RCP and in particular the O(1) � � � H(8)
BCP seems to indicate the existence of instability in the system,
as the coalescence of a BCP and a RCP leads to a singularity in
the electron density ρ(r) and an unstable structure.8

As mentioned above, the electron density suggests that the
intramolecular HB between O(1) and H(4) is the stronger of all
HBs found in the crystal structure. This may be due to the fact
that H(4) experiences a maximum overlap with an electron lone

Fig. 6 O(1) � � � H(4)–C(4) hydrogen bond. Contours as in Fig. 4.
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Table 6 Topological analysis of the hydrogen bonds in 1

Hydrogen bond Model ρBCP/e Å�3 �2ρBCP/e Å�5 ε dA–B/Å rA–BCP/Å rB–BCP/Å

O(1) � � � H(4)–C(4) Exp 0.108(1) 1.83(1) 0.20 2.221 1.308 0.913
 Calc 0.129 1.69 0.07    
O(1) � � � H(2) a–C(2) a Exp 0.056(2) 1.50(1) 0.22 2.235 1.385 0.850
 Calc 0.101 1.23 0.11    
O(1) � � � H(1A) b–C(1) b Exp 0.054(1) 1.03(1) 0.23 2.377 1.400 0.978
 Calc — — —    
O(1) � � � H(8) a–C(8) a Exp 0.030(1) 0.71(1) 0.12 2.572 1.536 1.037
 Calc 0.064 0.67 0.11    
C(3) b � � � H(5)–C(5) Exp 0.031(1) 0.49(1) 1.00 2.887 1.749 1.138
 Calc — — —    
C(8) � � � H(1C) c–C(1) c Exp 0.027(1) 0.39(1) 1.82 3.044 1.793 1.251
 Calc — — —    
C(4) � � � H(1B) a–C(1) a Exp 0.011(1) 0.43(1) 1.41 2.908 1.877 1.030
 Calc 0.035 0.37 0.63    

a 0.5 � x, 0.5 � y, 1 � z, b 0.5 � x, �0.5 � y, z, c �x, �y, 1 � z. 

pair on the HB acceptor atom, O(1). To examine this, the
lone pairs on O(1) were located in a search for maxima in
the Laplacian of the density in a shell close to the oxygen.8 The
hydrogen bond directionality 19 can be quantified as the angle
O(1)–LP–H, where LP is the oxygen lone pair and H is the
hydrogen, involved in the HB. This angle is 176.9� in the
O(1) � � � H(4) HB, while it is much lower for the C(2)–H(2)–
O(1) HB (96.3�), showing the much lower overlap for the
latter HB.

From the theoretical calculations on the dimer of 1 the LPs
are found such that ψ1 � ψ2 � θ = 358.0� (for a definition of the
angles, see Fig. 8) for the oxygen modelled with hydrogen bonds,
while for the single molecule calculation with the corresponding
‘free’ oxygen that value is exactly 360�, .i.e. completely in the
plane. Turning now to the experimental LP positions, it seems
that inter- and intra-molecular hydrogen bonding has a very
similar effect on the angular positions of the oxygen LPs, where
ψ1 � ψ2 � θ = 358.3�. The angular positions of the LPs show
between a 3–7� discrepancy from the theoretical value, but
nonetheless are realistic for a carbonyl type oxygen.

Fig. 7 Experimental bond paths for the intermolecular HBs displayed
on experimental Laplacian map. Contours as in Fig. 4.

Fig. 8 Schematic drawing of the lone pair position on O(1).

The HBs are mainly electrostatic interactions, thus the energy
density within these bonds can be easily calculated from the
topological parameters describing these interactions with the
approximation suggested by Abramov: 20 

The energy densities have been correlated to the bond ener-
gies in HBs by Espinosa et al.,21 and the results confirm the
O(1) � � � H(4) HB being the strongest (Table 7).

Electrostatic potential

The molecular electrostatic potential (MEP) can be calculated
for the isolated molecule of 1 as it appears in the crystalline
state. Thus, it includes in principle all the contributions of
polarisation, electron correlation and charge transfer effects. It
should be noted that no charge transfer has been allowed
between molecules, which are fixed as neutral. Fig. 9a shows the
theoretical MEP (taken from the dimer calculation) as negative
(purple) and positive (blue) regions of this property at the ±0.30
e Å�1 isosurface value. Fig. 9b shows the experimental values as
both negative (purple: �0.3 e Å�1) and positive (blue: 0.3 e Å�1)
regions of the MEP. It is quite clear that the negative potential
is concentrated around O(1), while the rest of the molecule has
a positive electrostatic potential. It is important to note the
asymmetry of the negative electrostatic potential observed near
O(1) in the theoretical MEP. This observation can be attributed
to O(1)’s involvement in hydrogen bonding, with hydrogen
bond strength decreasing as the negative MEP is polarized right
to left. When compared to the experimental MEP this effect is
even more apparent as this includes hydrogen bonding motifs
that were not modeled in the gas phase calculation.

Intermolecular interaction energies

It has recently been shown that intermolecular energies
calculated from the set of refined multipoles result in accurate

Table 7 Energy densities in the HBs in 1. G, V, H are given in hartrees
and G/ρ in hartree Å

Hydrogen bond G V H G/ρ

O(1) � � � H(4)–C(4) 0.10 �0.08 0.02 0.97
O(1) � � � H(2) a–C(2) a 0.08 �0.05 0.03 1.37
O(1) � � � H(1A) b–C(1) b 0.05 �0.04 0.02 1.00
O(1) � � � H(8) a–C(8) a 0.04 �0.02 0.01 1.17
C(3) b � � � H(5)–C(5) 0.03 �0.02 0.01 0.81
C(8) � � � H(1C) c–C(1) c 0.02 �0.01 0.01 0.74
C(4) � � � H(1B) a–C(1) a 0.02 �0.01 0.01 1.87
a 0.5 � x, 0.5 � y, 1 � z. b 0.5 � x, �0.5 � y, z. c �x, �y, 1 � z .
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estimates of crystal lattice energies.22 Using this experimental
charge density approach leads to a lattice energy of �51.6 (21)
kJ mol�1 in 1. The contributing terms are the electrostatic,
exchange/repulsion and dispersion energies, which are �83.9,
172.2 and �139.9 kJ mol�1, respectively. For comparison, the
lattice energy in the p-nitroaniline crystal 22 is �96.5(114) kJ
mol�1, with a dominant contribution from the dispersion term,
as is the situation for 1. The lattice energy for 1 is relatively
small, suggesting a rather loose crystal packing. This is in full
accord with the low value observed for the dipole moment
(4.9 D).

Conclusions
We have determined the high-resolution electron distribution
of (Z )–N-methyl-C-phenylnitrone based upon the standard
multipole formalism, and compared the results throughout
with analogous theoretical calculations. These studies indicate
that the gross structural details alone do not give a clear picture
of the chemical bonding present, rather it is the topological
properties of the electron density that accurately reveal the
nature of these bonds. It is to be noted that the lack of an
m-symmetry constraint on the planar C��N–O group reveals a
considerable amount of electron delocalisation over this region,
and hence to a formally sp2 hybridised O, complete with local-
ised lone pairs. This is particularly evident in the Laplacian, and
the polarisation of the molecular electrostatic potential, the
former indicating the potential of nitrones to act as nucleo-
philes, while the latter revealing the possibility of nitrones act-
ing as electrophiles, as has indeed been exploited synthetically.
It has been shown that careful experimental charge density
studies can reveal a great deal of knowledge regarding the

Fig. 9 (a) Theoretical electrostatic potential (from the dimer) in 1. The
potential of �0.3 e Å�1 is shown by the blue isosurface, the purple
isosurface shows the �0.3 e Å�1-level, (b) Experimental electrostatic
potential in 1. The potential of �0.3 e Å�1 is shown by the blue
isosurface, the purple isosurface shows the �0.3 e Å�1-level,

chemical bonding introduced by weak hydrogen bonding, and
how the values determined at the critical points can be corre-
lated with hydrogen bond strength. We believe that the ability
for charge density studies to shed light on weak intermolecular
interactions is of fundamental importance in crystallography.
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